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ABSTRACT 

McMaster, G.S. and Smika, D.E., 1988. Estimation and evaluation of winter wheat phenology in 
the central Great Plains. Agric. For. Meteorol., 43: 1-18. 

Crop modeling and management requires accurate prediction of crop phenology. Phenology data 
for winter wheat (Triticum aestivum L.) were collected from seven sites in the central Great 
Plains for several years to relate phenological stages to environmental and cultural factors, and to 
provide needed phenology data for the central Great Plains. 

Number of calendar days (ND), growing degree-days (GDD), and photothermal units (PTU) 
were calculated for emergence (E), tiller initiation (TI), dormancy end (DE), jointing (J), head- 
ing (H), kernel in milk (KM), kernel in hard dough (KD), and maturity (M) using the Feekes 
growth scale for the main stem. Nine base temperatures ( - 2, 0, 1, 2, 3, 4, 5, 7, and 9 ° C) were used 
when accumulating GDD and PTU. Mean daily temperatures of 20, 25, and 30°C were used for 
upper thresholds. Accumulation of GDD, PTU and ND were calculated from planting date (S), 
E, and 1 January to the growth stage and from one growth stage to the next. Model sensitivity to 
soil water, cultivar, seeding rates, row spacing, rotation, and fertilizer were examined. 

The lower the base temperature for a model, the lower the root mean square error (RMSE) 
when beginning accumulation from S, E or 1 January, with - 2  °C the best except for DE, KD, 
and M where higher base temperatures tended to have lower RMSE. As M was approached, the 
25 ° C upper threshold tended to do better than 20 ° C. Little difference was found between 25 and 
30°C upper thresholds. The best model for predicting a stage varied, with ND the best for E 
through J. From H through M, PTU models had the lowest RMSE. Normally, GDD and PTU 
models beginning accumulation from 1 January outperformed models beginning accumulation 
from S or E. The GDD or PTU related to availability of soil water showed a parabolic relationship 
(concave downward) beginning at J and becoming more platykurtic as M was approached. Sig- 
nificant sensitivity to cultivar and row spacing/rotation was found, with occasional sensitivity by 
various model types found to fertilizer and planting date. 

*Contribution from Northern States Area, Agricultural Research Service, U.S.D.A. 
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Growth stages were estimated o.n ten randomly selected main stems several 
times weekly, except at the Albin, WY location which was visited only weekly. 
The Feekes growth stage scale (Large, 1954; Bauer et al., 1983; Bauer et al., 
1984a, 1984b) was used, with the stipulation that  at least half of the main 
stems must have reached the growth stage before declaring that  stage to be 
reached. The tested stages and associated Feekes growth stage number were: 
seeding (S, 0.0), emergence (E, 1.0 ), tiller initiation (TI, 2.0), dormancy end 
(DE, 3.0), jointing (J, 6.0), heading (H, 10.3), kernel in milk (KM, 10.54), 
kernel in hard dough (KD, 11.3), and maturity (M, 11.4). 

Three general model types were evaluated: number of calendar days (ND), 
growing degree-days (GDD), and photothermal units (PTU). ND is the num- 
ber of inclusive calendar days from one growth stage to another. 

Growing degree-days (GDD) are generally defined as 
s2 

GDD= ~ [TAVG~-TBASE] (1) 
i=Sl 

where TBASE is a threshold or base temperature, i is the day beginning at 
growth stage Sl and incrementing daily until the beginning of growth stage s2, 
TAVGi is the average 24-hour temperature from 0 to 24.00 hours computed 
from: 

Tma x -~- Tmin TA V G  i 
2 

Occasionally, an upper threshold will be included so that  if TAVG~ is greater 
than the threshold, TAVGi is set equal to the threshold. 

To compute photothermal units (PTLr), daylength is included in eq. 1: 
s2 

PTU= ~ Li [TAVGi-TBASE] (2) 
i=sl  

where Li is the daylength for day i. Daylength is defined as the period from 
sunrise to sunset and is estimated using the algorithm from Baker et al. ( 1985 ). 

In this study, nine base temperatures were used to compute GDD and PTU: 
- 2 ,  0, 1, 2, 3, 4, 5, 7, and 9°C. Mean daily temperatures (TAVGi) of 20, 25, 
and 30 ° C were used for upper thresholds. Two general submodels of the GDD 
and PTU models were tried depending on whether or not the temperature was 
reset because the base temperature or upper threshold was exceeded. One set 
of submodels reset TAVGi equal to TBASE or the upper threshold whenever 
TAVGi exceeded TBASE or the upper threshold. These submodels were des- 
ignated by G or P to indicate the GDD or PTU model, Y to signify that  the 
temperatures could be reset, and a number representing the upper threshold 
value. The base temperature was inside parentheses when appropriate. An ex- 
ample is GY20 ( - 2 ) which denotes the GDD model and that  TAVGi was reset 
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Growth stages were estimated o.n ten randomly selected main stems several 
times weekly, except at the Albin, WY location which was visited only weekly. 
The Feekes growth stage scale (Large, 1954; Bauer et al., 1983; Bauer et al., 
1984a, 1984b) was used, with the stipulation that  at least half of the main 
stems must have reached the growth stage before declaring that  stage to be 
reached. The tested stages and associated Feekes growth stage number were: 
seeding (S, 0.0), emergence (E, 1.0 ), tiller initiation (TI, 2.0), dormancy end 
(DE, 3.0), jointing (J, 6.0), heading (H, 10.3), kernel in milk (KM, 10.54), 
kernel in hard dough (KD, 11.3), and maturity (M, 11.4). 

Three general model types were evaluated: number of calendar days (ND), 
growing degree-days (GDD), and photothermal units (PTU). ND is the num- 
ber of inclusive calendar days from one growth stage to another. 

Growing degree-days (GDD) are generally defined as 
s2 

GDD= ~ [TAVG~-TBASE] (1) 
i=Sl  

where TBASE is a threshold or base temperature, i is the day beginning at 
growth stage Sl and incrementing daily until the beginning of growth stage s2, 
TAVGi is the average 24-hour temperature from 0 to 24.00 hours computed 
from: 

Tma x --[- Tmin TA VG i -- 
2 

Occasionally, an upper threshold will be included so that  if TAVG~ is greater 
than the threshold, TAVGi is set equal to the threshold. 

To compute photothermal units (PT:U), daylength is included in eq. 1: 
s2 

PTU= ~ L i [TAVG~-TBASE] (2) 
i=Sl  

where Li is the daylength for day i. Daylength is defined as the period from 
sunrise to sunset and is estimated using the algorithm from Baker et al. ( 1985 ). 

In this study, nine base temperatures were used to compute GDD and PTU: 
- 2 ,  0, 1, 2, 3, 4, 5, 7, and 9°C. Mean daily temperatures (TAVGi) of 20, 25, 
and 30 ° C were used for upper thresholds. Two general submodels of the GDD 
and PTU models were tried depending on whether or not the temperature was 
reset because the base temperature or upper threshold was exceeded. One set 
of submodels reset TAVGi equal to TBASE or the upper threshold whenever 
TAVGi exceeded TBASE or the upper threshold. These submodels were des- 
ignated by G or P to indicate the GDD or PTU model, Y to signify that  the 
temperatures could be reset, and a number representing the upper threshold 
value. The base temperature was inside parentheses when appropriate. An ex- 
ample is GY20 ( - 2 ) which denotes the GDD model and that  TAVGi was reset 



( = Y ) if below the - 2 ° C base temperature or above the 20 ° C upper threshold. 
Submodels where TAVGi was not reset if less than the base temperature or 
greater than the upper threshold are designated as GN and PN for the GDD 
and PTU models, respectively. Four approaches were used in accumulating 
GDD and PTU for a particular growth stage: (i) from seeding to growth stage 
si, (ii) from emergence to growth stage si, (iii) from 1 January to growth stage 
8i, and (iv) for successive growth stages (si to si+~). 

Each model was run using the 19 data sets. The ND, GDD, and PTU for each 
specific model were then averaged. The mean ND, GDD, or PTUfor each model 
was used to predict when a growth stage should be reached for each of the 19 
data sets, and the observed and simulated dates were then compared by cal- 
culating the root mean square error (RMSE): 

t l  

~=1 [OBSi-SIMi ]211/2 
RMSE = [i n (3) 

where i is the n th  data set of 19 data sets. The less the simulated deviates from 
the observed, the smaller the RMSE. The sum of the residuals (SRES) and 
the sum of the absolute residuals (SARES) were calculated (Heuer et al., 1978) 
to infer the tendency of a model to consistently under- or over-estimate the 
dates of predicted growth stages. Clearly, the RMSE does not provide an in- 
dependent validation of the models nor is it intended to; its value lies in giving 
an indication of the variability of the 19 data sets for each particular model. 
By including SRES and SARES, additional information is added over simply 
calculating the variance. The authors wished to obtain as large a sample size 
for calculating the GDD, PTU, and ND for each interval in order to best esti- 
mate the numbers for a variety of base temperatures and upper thresholds. 

RESULTS AND DISCUSSION 

Mean estimates for the best number of calendar days (ND), growing degree- 
days (GDD), and photothermal units (PTU) models for each growth stage are 
presented in Table 2. Generally, the lower the base temperature for a given 
model, the lower the root mean square error (RMSE) when beginning accu- 
mulation from seeding ( S ), emergence (E), or 1 January, with the - 2 ° C base 
temperature frequently having the lowest RMSE. Deviation from this gener- 
ality occurred for dormancy end (DE), kernel in hard dough (KD), and ma- 
turity (M) where higher base temperatures occasionally had the lowest RMSE 
when accumulating GDD or PTU from seeding, emergence, or the previous 
growth stage. Higher base temperatures (often 3-6 ° C ) are frequently reported 
as best in the literature, with the optimum varying with the growth stage and 
tending to increase as M is approached (e.g., Nuttonson, 1955; Wang, 1960; 
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Iwata, 1975; Angus et al., 1981; Del Pozo et al., 1987). However, few studies 
have tried.negative base temperatures. 

The best model for predicting a particular growth stage varied (Table 3 ): for 
the stages E, tiller initiation (TI), DE, and jointing (J), ND had the lowest 
RMSE of all models; from heading (H) through M, PTU models had the lowest 
RMSE. In all cases except DE, the best GDD or PTU models used a - 2  °C 
base temperature. Generally, GDD and PTU models beginning accumulation 
1 January had the lowest RMSE. Only for H and KD growth stages, did begin- 
ning accumulation at emergence and sowing, respectively, result in models with 
the lowest RMSE: upper limits have not commonly been used in previous ef- 
forts. As M was approached, the 25 ° C upper threshold tended to be better than 
20 ° C. Little difference was found between 25 and 30 °C upper thresholds, as 
expected, since the average daily temperature rarely exceeds 25 ° C. Usually, 
for models with low RMSE, resetting the average daily temperature, if below 
the base temperature or above an upper threshold, increased the predictive 
power of the model over those models where the temperature was not reset. 
This is probably due to temperatures exceeding thresholds contributing less to 
development, if indeed the excess temperatures do not alter the development 
rate. 

Heuer et al. (1978), Neghassi (1974), and Robertson (1968) support the 
superiority of the ND model to heat unit models for early growth stages. Rob- 
ertson (1968) found no effect of photoperiod on the period from S to E as 
expected, because light should have a minimal impact on buried seeds and their 
germination and initial growth. Part of the explanation for the ND model es- 
timating E better than GDD or PTU models was that the time interval from S 
to E is very short (mean=8.3 days) with a relatively small range in calendar 
days about the mean. There are limits on the maximum rate of germination 
and growth regardless of conditions, and the shortest interval observed was six 
days. Given the observed truncated and skewed distribution about the mean 
number of days to E, the tendency to predict E early using the ND model is 
restricted, thus reducing the RMSE encountered. If this is true, the sum of the 
residuals should be a negative number as was found. Also, since seeds were 
planted in sufficient soil water for germination and seedling growth, the envi- 
ronmental variability for S to E was less than for other growth stages. 

Few studies were found in the literature which attempted to predict winter 
wheat TI and DE. Perhaps if more attempts to predict these growth stages had 
been made, more instances of the ND model out-performing GDD and PTU 
models might have been found. Such might be the case for DE because accu- 
mulation of GDD or PTU from either S or E, as is normally done, will result 
in some data sets predicting DE during fall. Using the mean observed number 
of days to DE will rarely, if ever, result in predicting DE in the fall unless an 
early planting date is used; thus, the ND model will usually predict DE better 
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T A B L E  3 

Models  w i th  the  lowest  roo t  m e a n  square  er rors  (RMSE) for p red ic t ing  w h e n  a specific g rowth  
s tage will be reached.  " S T A G E S "  r ep resen t s  us ing  e i t he r  t he  GDD or PTU model  w i th  t he  bes t  
RMSE for each  in te rva l  us ing  successive g rowth  stages.  "S" ,  "E" ,  or " J "  fol lowing t he  model  type  
ind ica tes  w h e t h e r  t h e  da te  for b e g i n n i n g  a c c u m u l a t i o n  was seeding,  emergence ,  or 1 J anua ry ,  
respect ive ly  

Stage R a n k i n g  Model  RMSE 

E m e r g e n c e  1 ND,S  2.197 
2 S T A G E S , S  2.362 

PY20(  - 2 ) , S  2.362 
3 GY20 ( - 2 ),S 2.373 

Ti l ler  i n i t i a t i o n  1 ND,S  3.243 
2 S T A G E S , E  3.441 

GY25 ( - 2 ) ,E  3.441 
GY30 ( - 2 ) , E  3.441 
G N (  - 2 ) , E  3.441 

D o r m a n c y  end  1 ND,S  9.456 
2 P Y 2 0 ( 3 ) , J  13.097 

PY25 (3 ) , J  13.097 
PY30 (3 ) , J  13.097 

J o i n t i n g  1 ND,S  10.062 
2 PY20 ( - 2 ) ,J 11.388 

PY25 ( - 2 ) ,J 11.388 
PY30 ( - 2 ) ,J 11.388 

Head in g  1 PY25 ( - 2 ) ,E 7.790 
2 S T A G E S  (exclude D E ) , E  7.820 
3 PY20 ( - 2 ) ,E  7.867 
4 PY30 ( - 2 ) ,E 7.931 

P N ( - 2 ) , E  7.931 

Kerne l  in mi lk  1 PY25 ( - 2 ) , J  6.728 
2 PY30 ( - 2 ) , J  6.740 

P N  ( - 2 ) ,J  6.740 
3 PY20 ( - 2 ) , J  6.951 

Kerne l  in  h a r d  dough  1 P N (  - 2 ) , S  5.561 
2 P N  ( - 2 ) ,J 5.691 
3 PY30 ( - 2) ,S  5.731 

M a t u r i t y  1 S T A G E S  (exclude D E , K M , K D ) , J  7.391 
PY25 ( - 2 ) , J  7.391 

2 PY20 ( - 2 ) ,J 7.511 
3 PY30 ( - 2 ) ,J  7.567 

P N  ( - 2 ) , J  7.567 
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than the GDD and P T U  models. Heuer et al. (1978) also encountered difficulty 
in predicting DE. The imprecision in the Feekes scale, especially for jointing, 
probably added substantially to the variation in all of the models for estimating 
jointing. As maturity was approached, the ability of the ND model to predict 
more accurately than the best GDD and P T U  models was significantly reduced, 
thus agreeing with the literature (e.g. Bauer et al., 1984b). The overall results 
where the P T U  models outperformed the GDD models also agrees well with 
earlier work (e.g. Bauer et al., 1984b). 

Typically, GDD and P T U  models begin accumulating from either seeding 
(S), emergence (E), or the beginning of the previous growth stage. The rela- 
tive success in this study of using 1 January as the initial point demonstrates 
that  models beginning at S or E do not sufficiently account for all the variation, 
especially for vernalization. If the plant can only develop to a specific stage 
during the fall, then additional accumulated heat or photothermal units are 
ineffective and result in added noise for all models that  begin accumulation at 
S or E. If accumulation begins 1 January, this is a technique to indirectly cor- 
rect for not incorporating vernalization explicitly. However, as latitude de- 
creases (i.e. winters become less severe), this indirect correction will probably 
become less effective. 

Not only the best model for predicting a growth stage varied, but how well 
the best model predicted a particular growth stage varied considerably for var- 
ious growth stages as reflected in the R M S E  values (Tables 2, 4). Emergence 
(E) and tiller initiation (TI) had the lowest RMSE,  but this is not surprising 
given the short time span from seeding to these stages. The accuracy of pre- 
dicting growth stages past jointing (J) increased as maturity (M) was ap- 
proached. All models had a slight tendency to estimate the growth stage late, 
but this tendency was not pronounced (the mean was less than a day). The 
reason for this is that  all of the daily GDD or P T U  will be included in the sum 
for when the growth stage will be reached, even though the growth stage was 
reached at variable times during the day. When requiring a certain number of 
GDD or P T U  to reach a growth stage, this number will be biased high, and 
therefore, the predicted day will be slightly later than the observed. This also 
explains why using the best model for successive growth stages does not always 
outperform models starting accumulation from 1 January or E. As more inter- 
mediate growth stages are involved, the error compounds. 

Although the effect of various environmental conditions and cultural prac- 
tices on phenology has often been studied, sensitivity of simple phenology 
models to environmental conditions and cultural practices has infrequently 
been examined. Simple linear least-squares regressions, Mann-Whitney tests, 
and other tests were used to examine the sensitivity of the best GDD, PTU, 
and ND model types for available soil water, fertilizer, planting date, row spa- 
cing/rotation, and cultivar. Assumptions of the parametric tests may not have 
been satisfied, probably resulting in a Type II error where significance was not 
detected (~ = 0.05 ). 
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One.conclusion that  could be drawn from the regressions was that  even when 
significant slopes were found (a--0.05 ), the r 2 was quite low (always less than 
0.50, and typically about 0.30). This suggests that  even when models showed 
sensitivity to the independent variable, little variation was explained by the 
independent variable when using this approach. Unless a better method of 
representing the effect of cultural practices and environmental conditions can 
be incorporated into these simple regression and phenological models, little 
value will be gained from incorporating cultural practices and environmental 
conditions (light and temperature excepted) into the models. 

Variable results are encountered in the literature when examining the role 
of water stress on phenological development. Some studies report no relation- 
ship between water availability and phenological development of the main stem 
(e.g. Davidson and Campbell, 1983; Bauer et al., 1984b), while other studies 
suggest some relationship or that  a relationship should exist (e.g. Wang, 1960; 
Hodges and Doraiswamy, 1979; Mor and Aggarwal, 1980; Doraiswamy and 
Thompson,  1982; Singh et al., 1984). Angus and Moncur (1977) reported a 
stronger response for tillers to water stress than the main stem. In predicting 
how water stress will affect development rates, the hypothesis could be pos- 
tulated that  mild to moderate stress would increase phenological development 
rate and extreme water stress would strongly reduce development (Heuer et 
al., 1978; Sionit, 1980). Water stress may alter development rate by several 
mechanisms whidh could include hormonal action, particularly by reducing 
cytokinin production by the roots when root growth slows due to the effects of 
increased water stress, by increasing plant temperature by stomatal closure, 
or by developmental modifications of the "normal" sequence. 

For j ointing (J) through maturity ( M ), a rough parabolic relationship (con- 
cave downward) between GDD and P T U  with available soil water at seeding, 
available soil water at seeding plus precipitation from seeding to the growth 
stage, available soil water at dormancy end (DE), and available soil water at 
J was found. ~The shape of the parabola varied from J through M in that  it 
became increasingly platykurtic. Although soil water availability is not directly 
related to plant water stress, these results suggest indirect support for the hy- 
pothesis on the role of plant water stress on phenological development rates. 
The mode of impact is assumed to be associated with mild plant water stress 
for dryland conditions. The parabolic nature of the data would explain why 
GDD, PTU, and ND models rarely show significance in linear regressions, and 
indicates the need for curvilinear regression. 

The effect of planting date and fertilizer application at sowing was never 
noticed until DE, and then almost only for the ND model. In the case of plant- 
ing date, for growth stages DE through M, these stages only occur after a cer- 
tain point regardless of planting date. Therefore, as planting is delayed, the 
ND to the growth stage will normally be less and a significant regression slope 
would be expected. 
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Differences between row spacing and rotation could not be distinguished 
because only two row spacings and two rotations were used, and the same row 
spacing was used with the same rotation. The combined effect was significant 
differences among rotation/row spacing for all models for J, H, kernel in milk 
(KM), and M. The small sample size may be why KD was not significant. The 
biological explanation for the significant differences may be due to the effects 
of row spacing and rotation on available resources such as light, nutrients, and 
particularly water. For example, as row spacing increased from 18 to 30 cm and 
the rotation changed from continuous wheat to wheat-fallow, more available 
soil water was present. As water availability increases, the required GDD and 
PTUto reach a particular growth stage should also increase. This was the case 
in our study as more GDD and PTU were required for wider row spacing and 
wheat-fallow rotation. 

Phenological differences among cultivars have been reported to exist (e.g. 
Nuttonson, 1955; Wang, 1960; Saini and Tandon, 1983; Bauer et al., 1984a; 
Singh et al., 1984; Klepper et al., 1985). Robertson (1968) found the greatest 
differences in GDD among cultivars for H rather than M. If the stages most 
sensitive to water stress are near J, as suggested by the parabolic shapes found 
as a function of available soil water, perhaps this explains why the largest 
variation among cultivars is found near H when using GDD and PTU models 
that do not account for water stress. Results showed that Scout 66 tended to 
develop slightly faster (less than 2 days for all growth stages combined) and 
Centurk slightly slower (less than 3 days) than the mean. For a large number 
of cultivars planted at Akron and Fort Collins, CO, there is seldom more than 
one week's difference in reaching specific growth stages (Smika and Mc- 
Master, unpublished data). Differences should be most pronounced for cutti- 
vars bred for other climatic or geographic regions or cultivars that are 
morphologically different. 

CONCLUSIONS 

Simple empirical models using GDD, PTU, and ND were calculated using a 
variety of base and upper threshold temperatures allowing comparisons of dif- 
ferent methods used in the literature. The accuracy of these models varied 
considerably depending on the growth stage, site, year, environmental condi- 
tions, and cultural factors. Selection of the "best" model depends on the spe- 
cific growth stage that is being estimated and generalizing to some "best" model 
for all stages is dangerous. 

Several areas of improvement can be suggested to enhance GDD and PTU 
models. If estimates of crown temperature can be obtained, a more realistic 
affect of temperature on phenological development should be derived since 
meristematic tissue temperature is more important than air temperature. Pre- 
vious attempts to more accurately calculate daily average temperatures such 
as by Heuer et al. (1978) by using simulated hourly values rather than daily 
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maximum and minimum air temperature  proved unsat isfactory mainly due to 
inaccurately predicted hourly air temperatures.  With  the development of bet- 
ter models (e.g. Par ton and Logan, 1981), there appears to be need to repeat 
some of the earlier work. While temperature  and photoperiod explain most of 
the variation in phenological development rates, it is not clear whether the 
response to temperature  is linear as used in most models. If response to tem- 
perature is linear, then changing the base temperature and upper threshold for 
a given model should not  affect the root mean square error. Data showed the 
opt imum base temperature and upper threshold increased as maturi ty  was ap- 
proached, indirectly suggesting that  for some growth stages response to tem- 
perature is not linear. Angus et al. (1981) also found non-linear temperature 
response for certain growth phases. Finally, without  incorporating a number 
of environmental,  genetic, and cultural factors into simple GDD and PTU 
models, these models will always be somewhat  limited and erratic in their ap- 
plication and behavior. Particularly cultivar differences, planting date, and 
water stress relationships must  be incorporated. Perhaps a multiple regression 
approach would be the simplest method, even though explanation of mecha- 
nisms involved would be lacking. 
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